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ABSTRACT

Like many software applications, data manipulation functionalities
(DMFs) are prevalent in Android apps, which perform the common
CRUD operations (create, read, update, delete) to handle app-specific
data. Thus, ensuring the correctness of these DMFs is fundamen-
tally important for many core app functionalities. However, the
bugs related to DMFs (named as data manipulation errors, DMEs),
especially those non-crashing logic ones, are prevalent but diffi-
cult to find. To this end, inspired by property-based testing, we
introduce a property-based fuzzing approach to effectively finding
DMEs in Android apps. Our key idea is that, given some type of
app data of interest, we randomly interleave its relevant DMFs and
other possible events to explore diverse app states for thorough
validation. Specifically, our approach characterizes DMFs in (data)
model-based properties and leverage the consistency between the
data model and the UI layouts as the handler to do property check-
ing. The properties of DMFs are specified by human according to
specific app features. To support the application of our approach,
we implemented an automated GUI testing tool, PBFDroID. We
evaluated PBFDRoID on 20 real-world Android apps, and success-
fully found 30 unique and previously unknown bugs in 18 apps.
Out of the 30 bugs, 29 of which are DMEs (22 are non-crashing
logic bugs, and 7 are crash ones). To date, 19 have been confirmed
and 9 have already been fixed. Many of these bugs are non-trivial
and lead to different types of app failures. Our further evaluation
confirms that none of the 22 non-crashing DMEs can be found by
the state-of-the-art techniques. In addition, a user study shows
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1 INTRODUCTION

Android apps are ubiquitous and serve many different aspects of our
daily life [10]. Specifically, like many software applications, data ma-
nipulation functionalities (DMFs for short) are prevalent in Android
apps [17, 43]. These DMFs perform the common data manipulation
operations (CRUD) [74] (i.e., create, read, update, delete) to handle
app-specific data (e.g., creating files, reading emails, deleting posts).
Thus, ensuring the correctness of these DMFs is important because
they serve as the fundamental of many core app functionalities.
However, unlike the crash bugs targeted by many existing auto-
mated GUI testing techniques [14, 61, 72], the non-crashing logic
bugs related to these DMFs are seldom tackled and may lead to
frustrating consequences in real-life [8, 29, 57].

A real example. In this paper, we name the bugs which fail the
normal operations of DMFs (e.g., cannot create a file) as data ma-
nipulation errors (DMEs for short). Figure 1 shows such a DME.
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Figure 1: A DME in Amaze (v3.7). The top graph gives an overview of this bug. The small red box on each page denotes a Ul event.

Amaze [65], a file management app, allows users to manipulate
files or folders on Android devices. However, its DMF “Rename
Folder” has a serious bug (shown in Figure 1). Specifically, a user
can create a new folder named “old-name” under the directory
“/storage/emulated/0/Example/” (see Figure 1(a)~(d)), add a file “test.txt”
in this folder “old-name” (see Figure 1(e)~(h)), switch to the up-level
directory “/storage/emulated/o/” (see Figure 1(h)~(j)), and search
the created folder “old-name” under “/storage/emulated/e/” (see Fig-
ure 1(j)~(1)). As expected, the folder “old-name” can be successfully
found (see Figure 1(1)). However, in this case, if the user renames
the folder “old-name” to “new-name” (see Figure 1(1)~(0)), the app
fails as the folder name is not correctly updated to “new-name” (see
Figure 1(0)). Even worse, if the user opens the folder “old-name”, the
original file “test.txt” in this folder cannot be found (see Figure 1(p)).
In this example, the failure of renaming the folder “old-name” is a
DME, which involves three DMFs “Create folder”, “Search folder”,
and “Rename folder”. These DMFs manipulate the app data folder.
Note that the three DMFs work fine independently and the steps
(“Create folder”, switch to the root directory, “Search folder” and
“Rename folder”) are the necessary operations to manifest the DME.
Prevalence of DMEs. To investigate the prevalence of non-crashing
DMEs (the main focus of this paper), we studied the 4 popular, well-
maintained open-source Android apps with different categories on
GitHub, i.e., Amaze [65] (a file manager, 4K stars), AnkiDroid [3] (a
card learning tool, 5.4K stars), K9Mail [32] (an email client, 7.1K
stars) and WordPress [76] (a personal blogger, 2.7K stars), and their
245 non-crashing bugs which were reported from August 2018 to
July 2021 (spanning three years). By examining the bug reports
and reproducing the bugs, we find that a large portion of the non-
crashing bugs (29%~71/245) are DMEs. It indicates that DMEs are
indeed prevalent and effective bug finding techniques are in need.
Limitations of existing testing techniques. Modern automated
GUI testing techniques have been widely used to help find func-
tional bugs in Android apps [35, 67]. However, existing techniques
have two major limitations in finding DMEs. First, the majority of

existing testing tools [19, 26, 38, 41, 42, 44, 49, 60, 71] are limited
to crash bugs due to the lack of strong test oracles [6]. Thus, they
are difficult to find those DMEs which lead to non-crashing fail-
ures [77] (like the bug in Figure 1). Second, although some testing
tools [62, 70] can find non-crashing bugs by generating automated
oracles based on heuristics [20] or metamorphic relations [13]. The
oracles are too generic to find DMEs which are usually app-specific.
Our approach and its novelty. To this end, inspired by the classic
idea of property-based testing (PBT) [15], we aim to introduce a novel
property-based fuzzing approach to effectively finding DMEs in
Android apps. Our insight is that, given a generic app functionality,
we can specify its property as ¢=(Pre, E, Post), where E denotes
the Ul event trace performing the functionality, and Pre and Post
denote the pre- and post-conditions before and after executing E,
respectively. For example, for the DMF “Rename Folder” in Figure 1,
E denotes the event trace of “Rename Folder” (i.e., open the menu
of folder “old-name”, select “Rename”, input “new-name” and click
“Save” in Figure 1(1)~(0)), Pre denotes the precondition (i.e., the
menu icon of folder “old-name” on Figure 1(1) should exist), and
Post denotes the postcondition (i.e., the folder name should be “new-
name” on Figure 1(0)). In this way, we can apply the classic idea
of PBT to generate a number of random inputs (i.e, random Ul
event traces in our context) on the app under test to validate the
correctness of ¢. If there exists one random input (which leads to
an erroneous program state) satisfying Pre but violating Post after
executing E, a bug is found. For example, the property of the DMF
“Rename Folder” is falsified by the event trace in Figure 1(1)~(o)
because the folder name is not correctly updated to “new-name”.
However, applying the preceding high-level idea to fuzz DMFs is
not straightforward. We face two key technical challenges: (1) how
to explore diverse app states to adequately validate the property of
a DMF? (2) how to define and check the property of a DMF which
involves app data changes? To address these two challenges, we
have two key observations (detailed in Section 2.2): (1) exploring
the mutual interactions between DMFs w.r.t. the shared app data
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could lead to diverse app states (e.g., in Figure 1, the three DMFs
“Create folder”, “Search folder”, and “Rename folder” all manipulate
the shared app data “old-name” and thus manifest the DME), and
(2) the property of a DMF can be characterized by some data update
effect (e.g., for the DMF “Rename Folder”, the data update effect
is changing “old-name” to “new-name”) and checked by the data
update effect displayed on the UI pages (e.g., in Figure 1(0), when
folder “old-name” is renamed to “new-name”, “new-name” should
be displayed on the Ul page).

Inspired by the preceding two observations, given some type
of app data of interest, our idea is to (1) randomly interleave the
relevant DMFs (and other possible events) to explore diverse app
states, thus improving the fault detection ability; and (2) charac-
terize the property of a DMF by a (data) model-based property
¢=(Pre, E, R, Post), where R records the data update effect of E in
the abstract data model, thus facilitating property checking. Specifi-
cally, the data update effect of these DMFs are recorded in the model
in parallel when different DMFs are interleaved during fuzzing.
And we leverage the consistency between recorded app data and UI
pages as the handler to check the correctness of DMFs. As a result,
we can do property testing whenever the execution of a DMF is
finished. In practice, we focus on testing the DMFs in terms of five
common data manipulation operationsl, i.e.,, create, read, update,
delete and search. The properties of these DMFs (i.e., DMF specifica-
tions) are provided by human according to app features. Overall, the
novelty of our technique is combining the idea of property-based test-
ing with model-based properties [31] to facilitate validating DMFs
in the context of Android apps.

Evaluation and results. We implemented a GUI testing tool,
PBFDRoID, to support the application of our property-based fuzzing
approach. We applied PBFDro1D to find DMEs in 20 popular An-
droid apps (17 open-source and 3 industrial apps), and successfully
found 30 unique and previously unknown bugs in 18 apps. Specifi-
cally, among the 30 bugs, 29 bugs are DMEs. Out of the 29 DMEs,
22 are non-crashing logic bugs, and 7 are crash bugs. To date, 19
DMEs have been confirmed and 9 have already been fixed by the
app vendors. The remaining bugs are still under active discussions
between developers. Our further evaluation confirms that none of
the 22 non-crashing DMEs can be found by the state-of-the-art
testing techniques. Moreover, we conducted a user study to investi-
gate the feasibility of manually specifying DMF specifications. It
shows that the involved manual cost is reasonable. On average, it
only takes 3 minutes to specify one single DMF and 13 minutes for
all the DMFs w.r.t. the app data of interest per app. Overall, given
accurate DMF specifications, our approach can automatically find
DMEs without false positives.

To sum up, this paper has made the following contributions:

o We introduce a property-based fuzzing approach to finding DMEs,
especially the non-crashing ones. Our approach combines the
idea of property-based testing with model-based properties to
achieve effective fuzzing for DMFs.

e We propose a novel idea, i.e, randomly interleaving different
DMFs and other possible events to generate diverse app states,
for improving the fuzzing effectiveness.

'In our work, we differ read and search: read denotes viewing existing data entries,
while search denotes retrieving data entries with some criterion.
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e We implement a GUI testing tool, PBFDRoID, to support the appli-
cation of our approach. PBFDRoID successfully found 30 unique
and previously unknown bugs, 29 of which are DMEs (22 are
non-crashing logic bugs). PBFDRoID significantly complements
existing GUI testing techniques.

2 APPROACH

This section presents our approach, a property-based fuzzing ap-
proach to finding DMEs in Android apps.

2.1 High-level Idea

An Android app A is a Ul-based, event-driven program. A Ul page
is represented by a UI layout L, which contains a number of Ul
views (or widgets). A UI view w (w € L) has some attributes, e.g.,
className (i.e., the view type), resourceld (i.e., the view id), text
(i.e., the view text) and etc.

DEFINITION 1. UI event. A UI view w can be executed by a Ul
event e. We denote e as e = (¢, w,0), where e.t denotes the event type
(e.g., click, edit), e.w denotes the Ul view w on which e is executed,
and e.o denotes the optional data of e (e.g., the text inputted by edit).

Examples. In Figure 1, page (c) corresponds to a Ul layout L. On
L, an edit field view w exists (its className is EditText, and text
is “old-name”). The event e of inputting “old-name” in w can be
represented as e = (edit, w,“old-name").

DEFINITION 2. Test Inputs for Apps. An app A accepts as a test
input in the form of a sequence of Ul events (i.e., event trace). An event
trace E can be denoted as E=[e1, ..., e€i,...,en|, where e; is an event.
When E is executed on A, we can obtain a sequence of the app states
S, i.e., S=[s0,...,Si-1,Sis ..., Sn], or denoted by sy o, S1...8i-1 &,

en
Si...Sn—1 — Sn, where s; is the app state due to the execution of e;
on sj—1 (1<i<n). We use sp=E(so) to denote the effect of executing E
on the initial app state sy and reaching the ending state sy,.

DEFINITION 3. App Property. Given some app functionality F,
its app property ¢ is distilled from the specification of an app A.
Specifically, ¢ is represented in the form of pre- and post-conditions,
i.e., ¢=(Pre, E, Post), where E denotes F in the form of an event trace,
Pre is the precondition imposing a necessary condition that must hold
before execution of E, and Post is the postcondition defining the effect
on the app state after executing E. Specifically, an app property ¢ can
be interpreted as, if s |E Pre and s’=E(s), s’ |= Post should hold (s
and s’ are the states before and after the execution of E, respectively).

Property-based Testing. Property-based testing (PBT) [15] vali-
dates the correctness of a piece of program under test against some
specified properties (i.e., the test oracles [6]). Specifically, it gener-
ates a large number of test inputs to check whether the properties
could be violated. For example, for a function sort which takes as
input an array arr and returns the sorted arr with its elements in
the ascending order, we can specify one of its property as arr[i]
< arr[j] (where 0 <i < j < N —1, N is the length of arr). The
idea of PBT is to generate a number of arrays with different sizes
and elements (e.g., integers) to validate whether the property holds.

Our high-level idea. Our high-level idea is to leverage the idea of
property-based testing to validate app properties. Given an app A
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Table 1: Pre- and post-conditions, semantics, and data update rule of DMFs in the five common data manipulation operations.

op Pre°?f Semantics of E°? ReP Post°P
CREATE e1.w € Ly Create a new data object d,d ¢ Dy D, =Dy U {d} Iwd—> wAwEL,
READ e;.w € Ly Read the details of any data object d - Iwd—> wAwEL,
UPDATE e;.w e L Update any data objectd tod’,d’ ¢ Dy | D,, :=Dg\ {d}U{d’'} | (=Fwd—> wAweL,) A(IW.d > W AW €Ly,)
DELETE e1.w € Ly Delete any data object d D, =Dy \ {d} -Jwd—> wAwWEL,
SEARCH e;.w€LyADy £ 0 Search any data object d € Dy - Iwd— wAwEL,

and one of its app properties ¢=(Pre, E, Post), we aim to validate
the correctness of ¢. Specifically, we aim to generate different app
states s € S, s.t. s |E Pre, and check whether s’ | Post always
holds after the execution of E. Here, s’=E(s) and S denote the app
states of A. If s |= Post does not hold for some s, we are guaranteed
to find a violation of ¢ (when ¢ is correctly defined).

2.2 Challenges and Observations

However, instantiating the high-level idea for validating the prop-
erties of DMFs (i.e, the ¢ in our setting) is non-trivial. We face
two technical challenges: (1) how to explore diverse app states to
adequately validate the property of the DMF? and (2) how to de-
fine and check the property of the DMF which involves app data
changes? To address these two challenges, We define some concepts
in this section to illustrate our two key observations. Section 2.3
will present our approach based on the observations.
App Data, Data Type and Data Object. Following the common
Model-View-Controller (MVC) architecture pattern [24], an An-
droid app A accepts UI events from users to manipulate app data
and visualizes the data on the UI pages. We observe that an app A
may contain different types of app data from the perspective of app
functionalities. Each type of app data 7" is usually associated with
some DMFs. These DMFs manipulate the concrete data objects of
7 to achieve some functionality. Specifically, a data object d (i.e.,
an instance of 77) is usually associated with some UI view w on
some Ul layout L for visualization. Here, we use d — w to denote
the mapping from a data object d to its corresponding view w.
Examples. In Figure 1, page (d) displays the created folder “old-
name”, which can be viewed as a data object of data type “Folder
Name” (hereafter we use “Folder” for short). Specifically, the data
object “old-name” is visualized by a text view w (its text is “old-
name”, and resourceld is “amaze:id/firstline”) on the page (d).
This relation can be denoted by “old-name” +— w. On page (d), the
current app data of type “Folder” can be recorded as {“old-name”}.
Based on the preceding concepts, we have two observations.
Observation 1: Exploring the mutual interactions between
DMFs w.r.t. the shared app data could lead to diverse app
states. We observe that, given some type of app data, its relevant
DMFs can affect each other by manipulating the shared data objects,
which may lead to different app states. This observation is similar
to the insight of interleaving class method calls on some shared
class objects to improve testing object-oriented programs [46].
Examples. In Amaze, the three DMFs, i.e., “Create Folder”, “Search
Folder” and “Rename Folder”, work fine independently. However,
when these three DMFs interact with each other on the shared data
object “old-name” (see the event trace in Figure 1), an erroneous
app state is manifested.
Observation 2: The property of a DMF can be characterized by
some data update effect and checked by the data update effect

displayed on the UI pages. We observe that, for a functionally
correct app, its each DMF leads to specific impacts on the app data.
Therefore, we can record these data update effects to define the
properties of these DMFs. Additionally, based on the common MVC
architecture pattern adopted by Android [24], the data update effect
will be always displayed on the app’s UI pages. Therefore, we can
check the property of a DMF by checking the consistency between
the recorded app data and the data displayed on the UI pages.
Example. In Amaze, the execution of DMF “Create Folder” (see
Figure 1) leads to the addition of a new folder to the app data, i.e.,
adding a data object “old-name” to the app data of type “Folder”.
Therefore, the data update effect of executing DMF “Create Folder”
can be represented as from 0 to {“old-name”}. After the execution
of DMF “Create Folder”, the data object “old-name” is visualized
on page (d), which denotes the DMF “Create Folder” achieve its
functionality correctly.

2.3 Instantiation of the High-level Idea

Inspired by the preceding two observations, our instantiated idea
is that, given one type of app data D of interest, we randomly
interleave the relevant DMFs (with other possible events) on the
shared data objects to explore diverse app states for thorough vali-
dation. Meanwhile, we record the data update effect of each DMF
when different DMFs are interleaved and leverage the consistency
between the app data and UI layouts as the handler to check the
correctness of DMFs.

DEFINITION 4. App State. An app state is composed of two key
components: (1) the Ul layout L for front-end visualization, and (2)
the app data D stored in the background (e.g., in files or database).
In this way, we can represent an app state as s=(L, D), where L and
D are the Ul layout and the app data at the app state s, respectively.

Model-based properties of DMFs. We specify the model-based
property of a DMF as ¢°P=(Pre°P, E°P  R°P  Post°P), where op
denotes one data manipulation operation, (i.e., ope{CREATE, READ,
UPDATE, DELETE, SEARCH}). Here, E°? is the event trace perform-
ing the DMF. Pre°? and Post°P are the pre- and post-conditions,
respectively. Specifically, we introduce D, an abstract data model,
to record the app data of type 7 manipulated by the DMF. D is
updated by R°P, which runs the semantics of E°P. Table 1 gives the
model-based properties of the five types of DMFs.

How to do property checking on one DMF?  We take CREATE
in Table 1 as an example to illustrate how to do property check-
ing on one DMF. Let the event trace E°? of CREATE be [ey, ..., €,
...,en]. When E°? is executed on some app state sy, we can ob-
tain a sequence of app states S=[so=(Lo, Do), - - -, Si={Li, Di), ...,
sn={Ln, Dn)] (cf Definition 2 and 4). Note that the precondition
Pre®P of CREATE, e;.w € Ly (e; is the first event of E°P, and ej.w
is eq’s target Ul view), decides whether CREATE is executable on



Property-based Fuzzing for Finding Data Manipulation Errors in Android Apps

L L, L L,
Actual > lowmE[ p g [ |y
. a d T
app state: 0 {“old-name”) {“0ld-name”} {old-name /

D pereare g
a .
17 4 ”old name 7]

Figure 2: Illustration of our approach on the bug in Figure 1.

Abstract
data model:

state sg (recall that sp=(Lo, Dy)). During the execution of CREATE,
the abstract data model D is independently updated according to
the semantics of E°P, i.e., we can obtain a sequence of mirrored
app data, i.e., [Dy,...,Dj,...,Dn]. When CREATE is successfully
executed (i.e., all the events of E°P are executed), R°P records data
update effect by adding d into Dy, (d ¢ Do), and the post-condition
Post®P checks the consistency between D), and Dj, via the Ul lay-
out L. Specifically, Post°P checks whether there exists one Ul view
w (w is mapped from the data object d) on the ending page L,
which displays the data object d. If w does not exist, the property
is violated and a DME is found. In this way, we can leverage D to
record the app data changes and achieve property checking when-
ever one DMF is executed. Note that for UppATE and DELETE in
Table 1,if d ¢ D, D \ {d} does not delete any element in D.

How to do property checking on multiple DMFs? We use Fig-
ure 2 to demonstrate the process of property checking on multiple
DMFs, using the example depicted in Figure 1. Figure 2 shows
that how our approach records the app update effect when inter-
leaving different DMFs, and does property checking whenever the
execution of a DMF is completed. Starting from the app state s,
(corresponding to page (a) in Figure 1), the execution of the three
DMFs “Create Folder”, “Search Folder” and “Rename Folder” up-
dates the app state changes from s, = (Lg, Dg) to sq = (Lg, Dy),
s; = (L;, Dy) and finally s, = (Lo, Dy), where the Ly, Ly, L; and L,
correspond to the UI layout of page (a), (d), (1) and (o) in Figure 1,
and Dg, Dy, Dy and D, represent the actual app data, respectively.
The abstract data model, D, is updated from 0 to {“old-name”}, {*old-
name”} and finally {“new-name”} according to the executions of
these three DMFs. During this process, we can utilize the consis-
tency between the recorded data in D and the Ul layouts to perform
property checking after each DMF is executed. In this way, we can
find that the property of DMF “Rename Folder” is violated because
a Ul view displaying the data object “new-name” does exist on L,.

3 IMPLEMENTATION

We implemented an automated GUI testing tool, PBFDroID, to
support the application of our property-based fuzzing approach.
Figure 3 shows PBFDRroID’s workflow. PBFDROID takes as input the
app under test, assists users to conveniently specify the DMFs of
interest, and outputs any found DMEs (with bug-reproducing tests).
PBFDRroID contains four modules: (1) DMF instantiator, (2) input
generator, (3) data recorder, and (4) property checker. In the follow-
ing, we first present the main module input generator (Section 3.1),
data recorder (Section 3.2), and property checker (Section 3.3), which
implement our core approach. We discuss DMF instantiator (Sec-
tion 3.4) at last, which is a user interaction module.

3.1 Input Generator

Input generator drives the main testing loop (described in Algo-
rithm 1), and coordinates with data recorder and property checker
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Figure 3: Workflow of PBFDroID

Algorithm 1: Property-based Fuzzing for finding DMEs

Inputs :DMFList: app A’s relevant DMFs w.r.t. some app data type
Output :DMEs: the found DMEs (a list storing the bug-reproducing tests)
1 Procedure Main:

2 while not timeout do

3 D « 0; eventTrace « []

4 clearAndRestartApp(A);

5 while eventTrace.len() < Lyax do

6 L « dumpGUILayout(A);

7 candidateDMFs « [];

8 foreach dmf € DMFList do

9 if isPreconditionHold(dmf, L, D) then
10 | candidateDMFs.append(dmf)

1 if rand(0,1) > 0.5 A candidateDMFs # () then
12 dmf « randomSelect(candidateDMFs);
13 succ, events «— execute(A,dmf.E);

14 eventTrace < eventTrace :: events;

15 if —succ then

16 | continue;

17 D « updateAppData(dmf, D);

18 L « dumpGUILayout(A);

19 if —isPostconditionHold(dmf, L, D) then
20 L DMEs.append(eventTrace);
21 else

22 e « randomEvent (L, candidateDMFs);
23 succ, events «— execute(A, [e]);

24 if succ then

25 L eventTrace < eventTrace :: events;
26 | return DMEs;

during fuzzing. In detail, input generator is responsible for generat-
ing and executing random GUI tests. It randomly interleaves the
relevant DMFs w.r.t. some data type and other possible events to
explore diverse app states. Note that the input generator is compo-
sitional like the data generators in classic property-based testing.
Because it calls sub-generators to generate random string (for the
text inputs of edit events), random types of events (e.g., click or
long-click), and composes a sequence of events (i.e., a GUI test).
Specifically, D is the abstract data model and eventTrace records
the executed events during testing. In the main testing loop (Lines
2-26), PBFDRoID first initializes D and eventTrace, and prepares
the app under test by clearing its app data (Lines 3-4), and then
iteratively generates GUI tests to fuzz the app (controlled by L4y,
the maximal length of a GUI test). PBFDroID checks which DMFs
(stored in candidateDMFs) are qualified to be executed (Lines 7-10).
Here, isPreconditionHold checks whether one DMF’s precondition
holds according to the current app state. To randomly interleave the
DMFs and other possible events, PBFDRoID randomly selects one
DMF when candidateDMFs is not empty (Lines 12-20) or a random
Ul event (Line 11) by coin flipping. If one DMF is selected, all events
in the event trace of this DMF (dmf.E here) will be executed by
execute (Line 13). Note that execute returns two variables: (1) succ
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(a) User inputs: (1) specify DMF type, (2) record DMF's event trace, (3) specify relevant data objects.
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(b) DMF's specification: automatically generated based on user inputs

className android.widget.TextView

/emulated/0/Example *index o

1 folders and 0 fles
* text new-name

> |
* resourceld i1com. amaze.filemanager:id/firstline ==
* package com.amaze.filemanager
* description
L, (automatically obtained)

EventTrace: [
e :{ type: click, view: w, },
e,:{ type: click, view: w, },
e;:{ type: edit, view: w;, text: random },
eg:{ type: click, view: w, } ],
Data: {
removedDataObject : { L,.w;.text },
addedDataObject: { Ly.ws.text } },
DataChange: ( remove removedDataObject ) A (add addedDataObject ),

Views: {

Precondition: w, €L,,
Postcondition: ( 3 w;. addedDataObject = w3 A ws € Ly)

w;: { resource-id: ""com.amaze.filemanager:id/properties" },
w, : { text: "Rename" },

W : { resource-id: "com.amaze.filemanager:id/singleedittext_input" },
w,: { text: "SAVE" }

: { resource-id: " com.amaze.filemanager:id/firstline" } }, <

w

A (3 ws. removedDataObject = ws A ws € L)

Figure 4: Defining the DMF specification of “Rename Folder”
automatically generated DMF specification.

which indicates whether the DMF is successfully executed, and (2)
events which records the successfully executed events.

If the event trace of this DMF is successfully executed, the func-
tion updateAppData updates the abstract data model D (Line 17).
Then, function isPostconditionHold checks whether the DMF’s
postcondition holds according to the Ul layout L and the abstract
app data model D (Line 19). If the property is violated, the event
trace eventTrace (which records all the executed events) will be
stored as a bug-reproducing test (Line 20). However, if the DMF
fails to execute (Lines 15-16), D will not be updated, and the GUI
testing will continue until reaching the limit Ly,4x (Lines 5-25). And
if a random event e is selected and successfully executed, this event
will be recorded in eventTrace (Lines 22-25). Note that function
randomEvent randomly selects one executable event e on the cur-
rent layout L, and e should not be the first event of any DMF in
candidateDMFs. In practice, PBFDroID uses UIAutomator [69] to
execute events and obtain Ul layouts.

3.2 Data Recorder

Data recorder maintains the abstract data model D according to the
executed DMFs (cf. R°P in Table 1) by updateAppData. Specifically, it
only updates D when a DMF is successfully executed. For example,
only when the DMF "Rename Folder" is completely executed, the
data object “old-name” will be replaced by “new-name” in D. Data
recorder records the data update effect of each DMF to facilitate
property checking whenever a DMF is executed.

3.3 Property Checker

Property checker checks whether the precondition or postcondition
of a DMF is satisfied based on the UI layout and the simulated app
data (cf. Pre®? and Post° in Table 1) by isPreconditionHold and
isPostconditionHold. For example, when the DMF “Rename Folder”
is successfully executed, this module will check whether there exists

with the assistance of PBFDRoID: (a) the given user inputs, (b) the

a Ul view on the layout displaying the data object (“new-name”). If
the Ul view does not exist, the postcondition is violated.

3.4 DMF Instantiator

DMF instantiator assists users to conveniently define DMFs. Figure 4
uses the DMF “Rename Folder” to illustrate the basic procedure. As
shown in Figure 4(a), when a user selects “Rename Folder” as the
target DMF, the user needs to tell PBFDRrRoID about (1) DMF type
(e.g., CREATE, READ, UPDATE, DELETE, SEARCH), (2) DMF’s event
trace, and (3) the manipulated data objects. In this case, the DMF
type of “Rename Folder” is UPDATE, and the event trace of “Rename
Folder” will be automatically recorded when the user interactively
executes the events on the device screens (the views of events
are annotated in the red boxes on Lo, L1, Lz, L3). The manipulated
data objects are specified by the user in text according to the DMF
type. In this case, the removed data object is “old-name” (on Ly),
and the added data object is “new-name” (on L3). Based on the
preceding user inputs, this module automatically generates the DMF
specification (defined in a JSON-style domain specific language).
Figure 4(b) shows the generated DMF specification of “Rename
Folder”. Specifically, it contains six main fields: EventTrace, Data,
DataChange, Views, Precondition, and Postcondition. We explain
these fields as follows.

o EventTrace. This field records the event trace of a DMF (corre-
sponding to E°P in Table 1). Each event has its type, target view,
and optional data. In this case, the event trace of DMF “Rename
Folder” contains four events (e1, ez, €3, e4). Specifically, e3 is an
edit event, its target view is w3 (annotated on Ly and specified in
field Views), and its data is random (which informs input generator
to generate a random string with letters, numbers or symbols).
When creating a DMF, the event trace should ensure that the pre-
and the post-condition of the property could be observed on the
starting page (e.g., Lo) and the ending page (e.g., L4), respectively.
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o Data. This field defines the manipulated data objects (correspond-
ing to d and d” in Table 1). In this case, the DMF “Rename Folder”
has one removed and one added data objects, which are specified
by view ws3’s texts on Ly and Ls, respectively.

DataChange This field defines the data update effect w.r.t. the
DMF type (corresponding to R°? in Table 1). In this case of “Re-
name Folder”, the data update effect is removing removedDataOb-
Jject and adding addedDataObject in the app data D (removed-
DataObject and addedDataObject are specified in field Data).
Views. This field defines the Ul views related to the DMF. Each
view can be identified by some of its attributes (e.g., className,
resourceld, text). These views and their attributes are automati-
cally collected according to the recorded events or user inputs.
Precondition and Postcondition. These two fields define the
pre- and post-conditions of a DMF (corresponding to Pre°? and
Post®?P in Table 1). The event trace of DMF can be executed only
when the precondition is satisfied, while the postcondition checks
whether the property of DMF is valid after the event trace of DMF
is successfully executed.

Note that the mapping from data objects to the relevant views
are automatically identified by this module according to the user
inputs. For example, when a user specifies “new-name” as the added
data object, this module will analyze UI layouts (Lo~L4) to find
the relevant views whose text is “new-name”. The grey dotted
boxes and arrows in Figure 4 show how this module maps the user-
specified text (“new-name”) to the relevant view (ws) and records
this view in the DMF specification. ws is used in the postcondition.
PBFDROID uses WEDITOR [73] to automatically record user events.
Discussion. In practice, some DMFs may require additional predi-
cates in its precondition to accurately model their properties. For
example, in Amaze, an app user can create a folder under any di-
rectory rooted by “/storage/emulated/0”. We know that, if a user
creates a folder under “/storage/emulated/0/A” but searches it un-
der “/storage/emulated/0/B”, the user will not find the folder. It
is the expected app behavior. Thus, to accurately define the DMF
“Search Folder” of Amaze, we manually added an additional pred-
icate into its precondition (i.e., the search directory should be
“/storage/emulated/0”). In detail, we added a new view wy: {text:
“/storage/emulated/@”} to field Views of the generated DMF spec-
ification, and added the predicate wy € Ly in field Precondition.
We observe that among the 101 DMFs used in our experiment in
Section 4, 32 DMFs (31.6%) require adding additional preconditions.

4 EVALUATION

Our evaluation aims to answer these research questions:

e RQ1 : Can PBFDRroID find DMEs in real-world Android apps,
including open-source and industrial apps?

e RQ2 : Can the state-of-the-art techniques find the DMEs uncov-
ered by PBFDRoID? Can PBFDRoOID complement them?

e RQ3 : How do different testing strategies or configurations affect
the bug finding abilities of PBFDROID?

e RQ4 : How much manual effort is required to define DMFs with
the assistance of PBFDROID?
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Table 2: App subjects evaluated in our study (K=1,000;
M=100,000; B=100,000,000)

App App Name  Version #Stars #Installations App Feature Target Data
D (#DMFs)
1 Markor 2.8.6 2.2K 100K-500K Text Editor File(5)
2 Aard2 0.51 314 10K-50K Dictionary Reader Word (4)
3 SimpleTask 10.9.3 475 10K-50K Task Manager Task (4)
4 SkyTube 2.980 1.6K 100K-500K Video Player Channel (5)
5 AnyMemo 10.11.7 140 100K-500K Learning Software Card (7)
6 Amaze 3.6.7 3.9K 1M-5M File Manager Folder (7)
7 AnkiDroid 2.16 53K 10M-50M Learning Software Card (7)
8 Wikipedia 275 1.7K 50M-100M Wikipedia Reader Favorite (5)
9 Tasks 125 2.2K 100K-500K Task Manager Task (5)
10 RadioDroid 0.84 485 100K-500K Radio Manager Radio (5)
11 ActivityDiary ~ 1.4.2 67 1K-5K Activity Recorder Activity (5)
12 MyExpenses 33.7 442 1M-5M Expense Tracker Account (5)
13 Antennapod 271 4.6K 500K-1M Podcast Manager Podcast (5)
14 Materialistic 33 2.2K 100K-500K News Browser Story (4)
15 Notepad 3.0.3 252 500K-1M Note Manager Note (5)
16 Transistor 411 420 10K-50K Station Browser Station (4)
17 Omni Notes 6.1.0 2.5K 100K-500K Note Manager Note (4)
18 TikTok 20.5.0 - 1B-5B Video Platform User (5)
19 CapCut 7.8.0 100M-500M Video Editor User (5)
20 Feishu 5146 10M-50M Collaboration Folder (5)
Platform

4.1 Evaluation Setup

App subjects. To our knowledge, GENIE [62] and ODIN [70] are the
only two work which can automatically find generic non-crashing
bugs in Android apps. They are close to our work. Thus, we selected
all the apps from these two work as our subjects (selecting these
apps also allows a fair comparison between PBFDroID, GENIE and
OpIN in RQ2). Specifically, GENIE and OpIN evaluated 12 and 17
apps, respectively. After removing the duplicated apps, we obtained
18 apps. From the 18 apps, we excluded 3 apps, i.e., UnitConverter and
Fosdem (because their functionalities are too simple to contain any
DMF) and And-Bible (because it is not usable due to the unavailable
Web services). To complement the subjects, we additionally selected
2 popular open-source apps (Notepad and OmniNotes) from [63], and
3 industrial closed-source apps (TikTok [66], CapCut [11], FeiShu [23])
from ByteDance. Thus, we have 20 apps in total, all of which are
released on Google Play [25]. In Table 2, “Version”, “#Stars”, “#Instal-
lations” and “App Feature” give the latest app versions at the time
of our study, the numbers of stars on GitHub, the installations on
Google Play, and the main app feature, respectively. These apps are
representative with diverse features and most of them are popular.
Note that our approach is not limited to specific app types.

DMF specifications. According to the app feature, we selected one
major data type per app and defined the specifications of the rele-
vant DMFs. Specifically, we defined the DMFs in terms of CREATE,
READ, UPDATE, DELETE and SEARCH. Given the target data type, we
defined one DMF of CREATE, READ, and SEARCH, respectively, and
all the DMFs of UppATE and DELETE. Because all the UPDATE and
DELETE may affect the app data added by CReATE. Thus, some apps
(e.g., Amaze) may have more than five DMFs as they have multiple
DMFs for UPDATE and DELETE, while others (e.g., Aard2) may have
fewer than five DMFs as they do not have some types of DMFs.
For example, one major data type of the app Amaze (in Figure 1)
is “Folder”, and we defined its seven relevant DMFs (i.e., “Create
Folder”, “View Folder”, “Rename Folder”, “Delete Folder", “Hide
Folder” , “Unhide Folder” and “Search Folder”). In Table 2, “Data
Type (#DMFs)” gives the selected data type for which we defined
the DMFs and the number of defined DMFs. Note that we selected
only one data type because it is already enough to demonstrate
the feasibility and effectiveness of our technique (see the results of
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RQ1). It is not a conceptual or technical limitation of our technique.
If we consider more data types (and more DMFs), we expect to find
more DMEs. The numbers of selected data types or DMFs are or-
thogonal to our approach, and do not affect PBFDroID’s scalability
or effectiveness. In practice, the exact number of DMFs we can test
for an app is decided by the relevant app features.

Evaluation setup of RQ1. We ran the 17 open-source apps on
Android emulators (Pixel XL, Android 8.0) deployed on a 64-bit
Ubuntu 18.04 machine (64 cores, AMD 2990WX CPU, and 64GB
RAM), and the 3 industrial apps on one real Android device (OPPO
A11s, Android 10.0). We allocated 48 machine hours for extensively
testing each app, and configured the maximum length of one GUI
test generated by PBFDRroID as 100 events. For each app, we manu-
ally inspected all the reported bugs to find the distinct ones which
have different bug-triggering tests and manifestations. Then, we
reported each distinct bug to the app vendors. Each bug is provided
with a bug-reproducing test and video to ease confirmation and
diagnosis. If a bug is not marked as duplicated by the app vendors,
we regard it as a unique bug.

Evaluation setup of RQ2. Two major categories of automated
GUI testing tools for Android exist based on the oracle problem [6].
One category of tools [22, 27, 50, 62, 63, 70] can automatically find
non-crashing bugs. In this category, GENIE [62] and OpIN [70] are
the only two tools which can find generic non-crashing bugs, which
may find DMEs. Thus, we selected GENIE and ODIN for comparison.
We did not select other tools because they target other specific
types of non-crashing bugs rather than DMEs. We will discuss the
differences between these work and ours in Section 6. The other
category of tools (e.g., MONKEY [44]) is limited to crash bugs due
to the lack of strong test oracles [6]. Although PBFDRoID focuses
on finding non-crashing bugs, we still selected MoNKEY [44] for
comparison. Specifically, we allocated the same 48 hours for GENTIE,
OpIN and MONKEY to test each of the 17 open-source apps in the
same experimental environment. GENIE and ODIN were setup with
their default settings in their original papers [62, 70]. We manually
inspected all the bugs reported by GENIE, ODIN and MONKEY to see
whether they can find the DMEs uncovered by PBFDroID.
Evaluation setup of RQ3. PBFDroID interleaves different DMFs
and other possible events to generate diverse program states. Thus,
we investigated whether different interleaving strategies could af-
fect the bug finding abilities of PBFDRoID. Specifically, we setup
two baseline strategies for comparison:

o Baseline A. Baseline A only tests one single DMF without inter-
leaving with other possible events. Specifically, given one DMF,
we manually identify the shortest event trace from the app start-
ing page to the GUI page satisfying the precondition of the DMF
(e.g., Figure 1(a)~(d) is a qualified event trace for the DMF “Re-
name Folder”). During testing, Baseline A always (1) follows this
event trace to reach this DMF, (2) executes the events of the DMF,
(3) randomly generates necessary text inputs for some events
(e.g., Edit) of the DMF, and (4) checks the postcondition.
Baseline B. Baseline B interleaves one single DMF with other
possible events. It corresponds to Algorithm 1 when the input
DMFList only contains one DMF under test.

We allocate the same testing time (48 hours per DMF in each
of the 17 open-source apps) and experimental environment for
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Baseline A and B, and compare them with PBFDRoID. Baselines A
and B will not terminate before reaching the time bound because
they are set up for running continuously.

Additionally, our experiment sets the default maximum length
of each GUI test Lyqx (see Algorithm 1, Line 5) as 100 events.
Linax constrains the possible interleavings between DMFs and other
possible events, and thus may affect the tool’s effectiveness. Thus,
we evaluated the other two configurations of Ly qx, i.e., 200 and 400
events per test, respectively, with the same testing time (48 hours
per app) and experimental environment to test the 17 open-source
apps, and compared the numbers of found bugs. Roughly, 40K GUI
events can be generated in the 48-hour testing time for each app.
Evaluation setup of RQ4. We recruited 10 graduate students to
study the manual cost of defining DMF specifications. The number
of participants in our study is similar to those of prior relevant
work [12, 80] (which recruited 8 and 12 students, respectively). All
these students major in software engineering and have basic knowl-
edge on Android, and none of them was from the environment
of PBFDRroID developers or this paper’s authors. They voluntarily
participated in this study and signed the informed consent [68].
Note that it is reported that graduate students can represent pro-
fessionals (e.g., developers or testers) in the software engineering
experiments [54]. In this study, we let the participants define the
same set of DMFs used in RQ1~RQ3. Specifically, we selected the
app Markor, a text editor app, from our subjects to record a video
tutorial (about 30 minutes) illustrating how to define DMF specifi-
cations. To avoid biases, we excluded Markor from the study. For the
remaining 16 open-source apps in Table 2, we randomly assigned
each participant eight apps (at the same time we make sure each
app is evaluated by five different participants to ensure diversity).
To mimic the realistic testing environment in which app developers
or testers are familiar with app functionalities, each participant
was provided with the necessary information about the DMFs via
recorded videos, which explain the UI steps of DMFs and their
functionalities (see the discussion paragraph in Section 3.4). During
the study, we recorded the whole process of participants’ activities
on a desktop, and counted their time spent on defining each DMF
specification (including the time of generating DMFs by interacting
with DMF instantiator, adding additional necessary preconditions
to the generated specification, and self-checking the defined DMFs).
We validated the accuracy of the final DMF specifications.

4.2 Results for RQ1

Effectiveness of PBFDRoOID. Table 3 shows the bug finding results.
It gives the app name, the bug ID, the bug state (fixed, confirmed, or
pending), related DMFs (which are necessary for bug manifestation),
the length of minimal bug-reproducing test (in the number of UI
events), consequence and a brief description of the bug. PBFDroID
found 30 unique and previously unknown bugs in 18 out of the 20
tested apps. Out of these 30 bugs, 29 bugs are DMEs, of which 22
are non-crashing bugs and 7 are crash bugs. To date, 19 bugs have
been confirmed and 9 have already been fixed, while the remaining
are still pending (none of them was rejected). The remaining bugs
are still under active discussions between developers. Specifically,
24 DMEs require the combination of two or more DMFs for bug



Property-based Fuzzing for Finding Data Manipulation Errors in Android Apps

ESEC/FSE 23, December 3-9, 2023, San Francisco, CA, USA

Table 3: Bug finding results of PBFDRroID.

App Name Issue ID Issue State  Related DMFs #Steps  Consequence Description
Markor #1652 Fixed CREATE,SEARCH 11 Wrong behavior ~ No files can be searched in the root directory

#1668  Fixed CREATE,UPDATE 8  Wrong behavior ~ Renaming will fail if new name contains "?"

#1695 Fixed CREATE,UPDATE,SEARCH 8 Data loss Renaming will overwrite the same case sensitive name files

#1698  Fixed SEARCH 6  Crash Rotating the screen after searching causes a crash

#1699  Fixed CREATE,UPDATE 6  Crash Rotating the screen while editing will cause a crash
Aard2 #140  Fixed CREATE,SEARCH 7  Wrong behavior ~ Symbols in search text are ignored when searching
SimpleTask #1156  Confirmed CREATE,SEARCH 9  Wrong behavior  Searching again after canceling a search will not work
SkyTube #1045  Pending CREATE,DELETE,SEARCH 9  Wrong behavior ~ The function of clearing the blocked channel list is unstable

#1044  Confirmed CREATE,SEARCH 4 Infinite loading Refreshing video list after blocking any channel causes infinite loading
AnyMemo #524  Pending CREATE,UPDATE 6 Update delay The card list is not updated in time after editing any card

#523 Pending CREATE,SEARCH 12 Data loss The "Reset All Preferences" option will delete the added card

Amaze #3207  Fixed CREATE,SEARCH 9  Infinite loading Searching for hidden folders causes crashes or infinite loading

#3298  Confirmed CREATE,SEARCH,UPDATE 14  Wrong behavior ~ Renaming will fail on the search results page

#3357  Confirmed CREATE,SEARCH 7  Wrong behavior  Search results are not sorted by relevance
AnkiDroid #10431  Fixed CREATE,READ 14  Wrong behavior  Cards that use the wrong card template will show up empty

#11626  Confirmed CREATE,UPDATE,READ 12 Wrong behavior ~ Cards cannot be edited when their type is changed to cloze
#11280  Fixed CREATE 10 Crash Saving an empty video in card causes a crash
Wikipedia #T305555  Fixed CREATE,UPDATE,SEARCH 11 Update delay Cannot search the favorites by new name after renaming the favorites
Tasks #1869  Confirmed CREATE,READ 7  Wrong behavior ~ Tasks can be filtered by other criteria but not by date
RadioDroid #1099  Pending - 4  Crash Long-pressing the radio information in the history causes a crash
ActivityDiary #310  Fixed SEARCH 6  Crash Rotating the screen after entering invalid date in the search bar cause a crash
#311  Pending CREATE,DELETE 11 Crash Deleted activity cannot be recovered correctly
Materialistic #1463  Pending READ 4  Crash Rotating the screen before selecting "zoom in or zoom out" causes a crash
NotePad #134  Pending CREATE,READ 13 Wrong behavior  The layout is inconsistent using the "right to left layout" setting
Transistor #432  Pending CREATE 7  Crash Pressing the keyboard’s "next" key while editing causes a crash
Omin Notes #886 Confirmed CREATE,DELETE,SEARCH 14  Wrong behavior  Deleted items can still be searched
TikTok - Confirmed CREATE,READ 11  Wrong behavior  Videos of blocked users can still be seen in the recommendation page
- Pending CREATE,READ 9  Update delay The status is not updated in time after unblocking the user

CapCut - Confirmed CREATE,READ 11 Wrong behavior  Videos of blocked users can still be seen in the recommendation page
FeiShu - Pending CREATE,UPDATE,SEARCH 14 Update delay Cannot search the folder by new name after renaming the folder

manifestation. These results show that PBFDroID is effective. More-
over, we received positive feedback from app developers, who com-
mented the found bugs are important and non-trivial. For example,
SkyTube [58]’s developer commented “This bug is really important
and annoying”, and AnkiDroid [3]’s developer commented “It’s a
lot more complicated than I thought at first glance”.

Diversity of bugs found by PBFDro1p. PBFDRroID found 22 non-
crashing DMEs of different consequences. We classified them into
four types and illustrate some assorted bug samples. (1) Unexpected
wrong behaviors (14/22 bugs): 14 DMEs lead to unexpected wrong
app behaviors. For example, SimpleTask [56], a task management
app, has a search function. If a user searches again after canceling
a previous search, the user will not be able to find any matching
results. (2) Delayed data update (4/22 bugs): 4 DMEs lead to delayed
data update. For example, in Wikipedia [75], if a user changes the
name of the favorite, the user will not be able to search the favorites
via the new name for a long time. (3) User data loss (2/22 bugs): 2
DMEs lead to severe user data loss. For example, AnyMemo [4],
a flashcard learning app, has a creation function for users to add
their own cards. However, due to an error in this function, if a user
selects the option “reset all preferences” in the app setting, all the
user-added cards will be unexpectedly deleted from the database.
(4) Infinite loading (2/22 bugs): 2 DMEs lead to infinite loading. For
example, in Skytube [58], if a user adds a channel to the blocked
list and then refreshes the video list, the app will enter into infinite
loading and do not respond anymore.

4.3 Results for RQ2

We find that GENIE, ODIN and MONKEY missed all the 22 non-
crashing DMEs found by PBFDro1D, and they only found 1, 1 and
3 out of the 8 crash bugs found by PBFDRroID, respectively. We
further analyzed the results of GENIE and ODIN to understand the
reasons why they missed all the non-crashing DMEs. We find two
major reasons. First, their automated oracles are limited in finding
DMEs. GENIE finds non-crashing bugs based on the independent

view property, that is interacting with one GUI view should not
affect the states of the others and only adds additional GUI effects.
However, we find many of the DMEs are not within the scope of
this generic oracle. For example, the Amaze’s bug in Figure 1 can-
not be detected by GENIE as no independent view exists for Folder
“old-name”. ODIN uses a heuristic oracle to find non-crashing bugs,
that is appending the same events to the test inputs terminating
at similar GUI layouts, and clustering the manifested behaviors to
identify the minorities as suspicious bugs. However, one abstraction
rules used by Odin ignores the texts displayed on the GUI pages
when clustering. As a result, it cannot identify those bugs which
lead to incorrect displayed texts. For example, in Figure 1(0), the
folder “old-name” is not correctly renamed, which thus cannot be
captured by ODIN. Second, their randomly generated tests are of low
quality. Many tests generated by GENIE and OpIN did not cover
meaningful app functions. As a result, it is difficult for them to ex-
plore diverse app states to find DMEs, which may require long and
specific event traces (see #Steps in Table 3). As a side note, GENIE
and ODIN reported many false positives, which took us much time
for inspection. These results show that PBFDROID can complement
the state-of-the-art techniques in finding DMEs.

4.4 Results for RQ3

Table 4 compares Baseline A, B and PBFDroID in the numbers of
found bugs. Baseline A and B only found 1 and 14 bugs, respectively.
Moreover, all the bugs found by Baseline A and B were found by
PBFDRroiID. Thus, PBFDROID is much more effective than Baseline A
and B. It indicates that interleaving different DMFs and other possible
events is crucial for improving the bug finding ability.

Baseline B is limited due to two major reasons. First, most of
the DMEs (82.7%=~24/29) requires combining two or more DMFs for
bug manifestation. When interleaving one single DMF with other
possible events, Baseline B may not be able to cover other DMFs by
random exploration. For example, to find the bug of “Rename folder”
in Figure 1, Baseline B has to create a folder “old-name”, switch
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Table 4: Comparison between Baseline A, Baseline B, and
PBFDRoOID, . “C” and “NC” represent crash and non-crashing
bugs, respectively.

Tool Baseline A Baseline B PBFDROID
Failure Type C NC C NC C NC
#Bugs 0 1 8 6 8 22

g 30

T

]

: _/_/_,_'

g 2

g

z 15

E 1 =100 events per test case

% < 200 events per test case

& : ——400 events per test case
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Time (in hours)

Figure 5: Number of found unique bugs under different L, .

to the up-level directory and search folder “old-name” via random
exploration, which is difficult. In our experiment, Baseline B only
finds 6 bugs which require two DMFs. Second, because Baseline B
only considers one single DMF, it cannot simulate the data changes
when other DMFs are covered by chance. For example, if Baseline B
tests a SEARCH DMF, the data added by CREATE cannot be checked
because that data will not be recorded. Baseline A is further limited
because most DMFs only fail in some corner cases when running
independently. However, Baseline A cannot reach such cases due
to the lack of some random events. For example, AnkiDroid’s card
editing function fails only when the default card type is changed
(which can only be covered by a random event).

Comparison between different L,,,ys. Figure 5 compares the
tool effectiveness under the configurations of 100, 200 and 400
events per test, which are denoted by the black, grey, and red curves,
respectively. The horizontal axis denotes the 48-hour testing time,
and the vertical axis denotes the number of found unique bugs. We
can see that the three configurations of Ly do not have distinct
impacts on tool effectiveness. When Ly, 4y is set as 400, PBFDroID
can find bugs more quickly (because it may interleave more DMFs
in one GUI test), but at last the three configurations found the same
numbers of unique bugs on the 17 open-source apps.

4.5 Results for RQ4

Figure 6 shows the time cost of defining one single DMF (denoted
by the white boxes) and all the DMFs (denoted by the red boxes)
for each of the 16 open-source apps evaluated by five different
participants, respectively. The horizontal axis gives the app names
and the vertical axis gives the time in minutes. From Figure 6, we
find that the time cost of defining one single DMF across all the 16
apps ranges from 1~6 minutes with an average of 3 minutes, and
the time cost of defining all the DMFs per app ranges from 5~23
minutes with an average of 13 minutes. Because some apps (e.g.,
AnyMemo) have more DMFs than the other apps. They took more
time than the others. Overall, the time cost of defining the DMF
specifications is reasonable. All the participants commented that
PBFDRoID is convenient to use. As a side note, we find that most of
the DMF specifications defined by participants, i.e., 361 out of the
400 (~90.3%) DMF specifications, are accurate. We analyzed the 39
inaccurate DMFs and found the inaccuracies were caused by some
trivial mistakes of participants, e.g., clicking a wrong UI widget
when recording a DMF, confused with the resourceld and description
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Figure 6: Time cost of participants in our study spent on
defining one single DMF and all the DMFs per app.

fields of a UI widget when adding additional preconditions. We
believe these issues are orthogonal to our technique and can be
mitigated by better engineering (e.g., giving warning messages).

5 DISCUSSION

This section provides an extended discussion of our work in the
following three aspects: (1) DMF specifications (2) generability of
our approach, and (3) threats to validity.

DMF specifications. In our experiment, we carefully inspected
the app features when defining DMFs. Thus, we did not incur any
false positives. Defining DMF specifications requires human partic-
ipation (similar to writing program specification in formal verifica-
tion), but the involved effort is one-time. Even if an app upgrades,
only a slight revision is needed. Moreover, our examination on the
30 found bugs shows that these bugs are nontrivial and escaped
from developer testing for a long time. On average, they had been
hidden for 28 months and affected 23 release versions. Thus, the
benefits outweigh the spent effort.

Generability of our approach. Despite our approach focus-
ing on finding DMEs. This property-based fuzzing (PBF) approach
has broader applicability. When the property ¢=(Pre, E, Post) is
instantiated on other app functionalities, PBFDROID can help auto-
matically find the other types of bugs in Android apps. For example,
if we define the property of some registration functionality in the
app, our approach can check whether the registration can always
succeed. In the future, we will explore how to extend property-based
testing for more generic app properties [77].

Threats to validity. The first threat is the representativeness of
app subjects. To this end, our study includes different categories
of open-source and industrial apps, many of which are popular on
GitHub and Google Play. Thus, they can represent real-world apps.
The second threat is the human factors in the user study, which
may cause inaccuracies or biases. To this end, we instructed the par-
ticipants by providing informative tutorials and video-recorded all
the activities of participants during the study to carefully measure
the time cost. Moreover, each DMF is evaluated by five different
participants to mitigate possible biases.

6 RELATED WORK

Finding non-crashing bugs for Android apps. Most automated
GUI testing tools [19, 26, 41, 42, 44, 60, 71] use runtime excep-
tions as the oracle [21, 59]. Therefore, they cannot find the non-
crashing DMEs which our work focuses on. To tackle the oracle
problem, three major categories of testing techniques have been
proposed. Table 5 compares the representative work in these cat-
egories, which we explain as follows. The first category of prior
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Table 5: Differences between existing testing tools and ours
in finding non-crashing bugs of Android apps.

Tool What to provide before testing? Types of test oracle
GENIE - Metamorphic relations
OpIN - Implicit knowledge
AppFLOW Modular tests Pseudo-oracles
CHIMPCHECK Example-based Tests Assertions
PBFDROID Specification Model-based specification

work [1, 28, 50, 62, 63, 78] adopts metamorphic relations to gener-
ate automated oracles. However, most of these work targets spe-
cific types of non-crashing bugs (e.g., system setting related de-
fects [63, 64], data loss issues [28, 50]). Only GENIE [62] targets
generic non-crashing bugs, but it missed all the non-crashing DMEs
due to the limitation of its metamorphic relation (discussed in Sec-
tion 4.3). The second category uses differential analysis [70] or
testing [22, 40]. Opin [70] finds non-crashing bugs by differing
the buggy and normal app behaviors based on the heuristic oracle
“bugs as deviant behaviors” [20]. But it missed all the non-crashing
DMEs due to the limitation of its abstraction rule (discussed in
Section 4.3). Some work [22, 40] uses differential testing to find
(non-crashing) compatibility bugs based on different devices. They
cannot find DMEs. The third category [7, 30, 39, 53] synthesizes
the tests for one app (manually constructed) to test another app
with similar features. ApPFLow [30] synthesizes from the modular
(abstract) tests. However, these work does not target DMEs. The
synthesis accuracy is not high (which may lead to many false posi-
tives) [79]. In contrast, PBFDROID can automatically generate GUI
tests without false positives.

To our knowledge, CHIMPCHECK [36] is the only work applying
property-based testing for Android apps. However, CHIMPCHECK
and PBFDroID have two key differences. First, CHIMPCHECKs
main contribution is its novel Ul trace generators, which can fuse
example-based tests with random testing (e.g., MONKEY [44]) to
generate test inputs. It does not focus on finding non-crashing bugs
(including DMEs). Second, CHIMPCHECK uses the assertions in the
user-provided example-based tests as the oracle. PBFDROID uses
the user-specified model-based properties as the oracle. Due to the
limited expressiveness, the assertions are difficult to validate DMFs
when different DMFs are interleaved in our setting. Therefore, if
adapted in our scenario (by manually providing example-based
tests for the DMFs), CHIMPCHECK can only reach the ability of
Baseline B in our evaluation(see Section 4.4).

Property-based testing and model-based testing. Property-
based testing (PBT) was popularized by Claessen and Hughes [16].
Specifically, the two key elements of PBT are (1) the data gener-
ators and (2) the property specifications. In our work, the data
generator is designed to generate random Ul-based event traces
(by interleaving the DMFs and other events), and the properties
are specified in the model-based properties [31] (an abstract model
capturing data update effect of the DMFs in the apps). Our work
is different from the prior PBT work in two aspects. First, the
prior work designs the data generators for their own specific do-
mains [34, 37, 45, 47, 48, 55, 55], which cannot be applied for An-
droid apps. Second, these prior work specifies the properties in
the assertions [34, 37, 47, 48, 55] or temporal logic formula [45, 55],
which are not suitable (or expressive) to capture the data update
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effect in our setting. To our knowledge, few work in the literature
combines PBT with the model-based properties [31].

On the other hand, using an abstract model as the specification is

the foundation of model-based testing (MBT) [9]. A lot of work [2,
5, 18, 26, 33, 38, 60] exists in applying MBT to test Android apps.
However, the models in these work are the finite state machine
based UI models (in which each state is an abstract Ul layout and
each edge is a Ul event), which are used to guide test generation
rather than deriving the oracles. These models are different from
the model in our work. Therefore, all of these MBT work [2, 5, 18,
26, 38, 60] cannot find non-crashing bugs.
Finding the errors related to CRUD. Our work finds software
errors related to the CRUD operations. Costa et al. [17] model the
“Find” operation (i.e., SEARCH) in Android apps as one Ul test pat-
tern to check its correctness. Mariani et al. [43] specify the CRUD
operations of Web apps in ALLoY specification language and build
a tool AUGUSTO to generate semantic tests with oracles. However,
AucusTo only tests one CRUD operation independently, and does
not consider their combinations. Since a direct comparison is infea-
sible (as AuGusTo targets Web apps), Baseline A in our evaluation
(see Section 4.4) can be viewed as a similar implementation of Au-
GusTo. Our approach which interleaves different DMFs of CRUD
operations is shown to be much more effective than Baseline A.
Some work [51, 52] uses metamorphic testing to find the CRUD
errors in database management systems.

7 CONCLUSION

We introduce a property-based fuzzing approach to effectively find-
ing DMEs, which combines the idea of property-based testing and
model-based properties. Given some type of app data, we interleave
different DMFs and other possible events to generate diverse app
states for validation. The realization of our idea, PBFDroID, has
successfully discovered 30 previously unknown bugs from 20 pop-
ular Android apps. Among these bugs, 22 are non-crashing DMEs,
which cannot be found by the state-of-the-arts. So far, 19 have
been confirmed and 9 fixed by the developers. The majority (20 out
of 25) cause non-crashing failures and are hard to be detected by
state-of-the-art automatic testing tools.

DATA AVAILABILITY

We have made all the artifacts (including PBFDRroID and its source
code, the defined DMF specifications of all app subjects, the data of
the user study) publicly available at: https://github.com/property-
based-fuzzing/ home.
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